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Abstract 

This paper describes an intelligence aggregation 
system for generating actionable knowledge by 
addressing the dynamical and distributed nature 
of the problem.  Ever-changing and compart-
mentalized information can be used for evaluat-
ing hypotheses by trading among analysts.  Trad-
ing rules are designed for self-assembly of meta-
data structures that attach actual data to the 
trades, allowing analysts to associate hypotheses 
with the raw data.  Adaptive aggregation refers 
to built-in error correction by weighting the most 
current and relevant information, thereby ad-
dressing the dynamic aspect.  The raw data and 
sources of information remain distributed as re-
quired for reasons of security, privacy, or turf.  
Knowledge is generated collectively using a sys-
tem of hypothesis generation, investment, and 
probability discovery through trading. 

1. Introduction 
The problem of intelligence analysis has been compared 
to the construction of a jigsaw puzzle from a box with 
missing pieces and with pieces that belong to other puz-
zles.  This analogy is useful, but does not go far enough 
because it neglects the fact that the problem is both dis-
tributed and dynamic.  The distributed nature means that 
multiple puzzles must be solved simultaneously by many 
people using multiple boxes of pieces.  Moreover, the 
capacity for exchanging puzzle pieces and other informa-
tion is limited.  The dynamic nature means that nothing is 
static.  Not only do the puzzles change with time, but the 
pieces and the assemblers do not stay the same either.  

Distribution of data and expertise is an intrinsic prop-
erty of intelligence gathering.  There are many intelli-
gence-gathering agencies in the United States, often with 
differing and even conflicting purposes, scopes, classifi-
cation, methods, and cultures.  Information gathered by 
law-enforcement and public health agencies compound 
this compartmentalization.  Effective collaboration is a 

difficult and elusive goal for domestic organizations.  
When international agencies are included, collaboration 
is hindered by even more barriers. 

Much progress is underway to improve data collection, 
distribution, and mining methods.  The ultimate problem 
with this approach is that it is not scalable.  Even if all 
the relevant information were available to an expert panel 
of analysts, it would be too much for them to digest.  An 
effective means of “swarm intelligence” is required to 
overcome non-scalability, as well as the distributed and 
dynamic properties of the data.  James Surowiecki, the 
author of a 2004 book The Wisdom of Crowds (Su-
rowiecki, 2004), describes the circumstances under which 
a large group is smarter than a few experts: 

“There are four key qualities that make a crowd 
smart. It needs to be diverse, so that people are 
bringing different pieces of information to the ta-
ble. It needs to be decentralized, so that no one at 
the top is dictating the crowd's answer. It needs a 
way of summarizing people's opinions into one 
collective verdict. And the people in the crowd 
need to be independent, so that they pay attention 
mostly to their own information, and not worrying 
about what everyone around them thinks.” 

According to the 9/11 report, “The biggest impediment 
to all-source analysis… is the human resistance to shar-
ing information.”  This is true even when institutional 
impediments are removed, because it is based on human 
nature.  Information is valuable and people are reluctant 
to “give it away for free,” even when it is their job to do 
so.  Market trading is one method that has a long histori-
cal record of discovering useful information by aggregat-
ing distributed information amongst competitors. Finan-
cial markets are successful at price discovery because 
they harness human nature by rewarding information ex-
change, and the reward is directly related to the relevance 
and value of the information.  By modifying market insti-
tutions for the purpose of adaptive intelligence aggrega-
tion, we argue that actionable knowledge can be gener-
ated in real time by competing analysts and agencies by 
exploiting currently-existing motivations and behaviors. 
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2. Hypothesis evaluation 
Financial markets are designed to allow the exchange of 
assets such as stocks, bonds, currencies, and commodities 
at a price that is deemed to be fair to both buyer and 
seller.  Successful markets are very efficient at discover-
ing the fair price, despite the fact that information is de-
centralized.  In recent years, markets have been extended 
to derivatives and event outcomes, such as presidential 
elections, sporting events, and weather.   In the latter, the 
assets that are bought and sold are contracts that pay out 
to the owner, depending on the state of the world on the 
expiration date.  A correctly-priced contract would be an 
accurate evaluation of the probability of some hypothesis 
about the future state of the world based on distributed 
information. 

The rules of trading in financial markets are defined by 
a market institution that specifies which types of bids and 
other messages are legal and the details of the mechanism 
by which trades are executed.  These institutions have 
evolved over the years to efficiently determine the price 
according to the intersection of supply and demand 
curves of an asset in the absence of a “central planner” 
with complete information.  The existence of efficient 
markets that can successfully discover prices (and there-
fore evaluate hypotheses) by aggregating decentralized 
information suggests that market institutions can be engi-
neered for the purpose of aggregating intelligence infor-
mation.  The efficiency of financial markets is based on 
market institutions that rely only on the self-interest of 
the individual traders, as opposed to “the common good”.  
Nevertheless, there is no fundamental reason that market 
institutions cannot be modified to optimize a common 
goal of generating knowledge by collectively assigning 
relevance to information, in addition to price discovery 
(or hypothesis evaluation), while retaining the attributes 
that reward self-interest in order to make them effective.   

For markets with purposes other than asset trading, the 
space of market institutions increases dramatically to 
include features that would not be possible to implement 
in financial markets.  For example, in typical financial 
markets there are two commodities, one is the good, and 
the other is the money.  A self-interested trader uses the 
market institution to trade money for goods (and vice-
versa) in an attempt to maximize her net utility.  If the 
goal on the other hand is intelligence aggregation, the 
traders are analysts who are employed to evaluate hy-
potheses by trading.  In this case the market institution 
could be modified such that the money commodity is 
replaced by a point system, in which points translate to 
reputation, status, and future influence (for both the 
trader and his institution), for a motivational reward. 

If the purpose of a market is asset trading, the opera-
tional costs of the market are borne by the traders in the 
form of transaction fees. For an effective intelligence 
aggregation system, the transaction fee might be replaced 
by a rebate that can be applied to subsequent trades as a 
means of encouraging and rewarding active exchange of 
information through trading by analysts. 

2.1 Market Institutions  
Development of new market institutions for intelligence 
aggregation requires an understanding of market micro-
structure theory, which is the study of the process and 
results of trading assets under the rules of specific market 
institutions (O’Hara, 1995).  This field grew rapidly in 
the 1990s as researchers attempted to learn how prices 
emerge while buyers and sellers trade assets, and how the 
emergence of new price knowledge depends on the trad-
ing rules. 

Historically, the price-setting rules of market institu-
tions were not prescribed by market engineers.  They 
developed over the years, and have continued to evolve 
as technology has changed the ability and speed by which 
traders are able to obtain price information, interact, and 
place orders.  Much of the current research in the field is 
focused on how traders make use of price information to 
update their assessment of value and adjust their bidding 
behavior.  Information flows into the market by means of 
the set of admissible messages specified by the market 
institution.  Admissible messages are the actions that 
traders are allowed to execute.  Most market institutions 
limit the messages to prices and quantities that buyers 
want to bid, and sellers want to ask.  

Market institutions further define how a commodity is 
allocated amongst buyers and sellers and how the price is 
settled for a given combination of messages.  Examples 
of widely used market institutions are the clearinghouse 
(CH) and the continuous double auction (DA). 

The CH institution is a two-sided auction that is dis-
crete in time, so all traders move synchronously in steps 
from a given allocation to the next allocation.  Messages 
(bids from buyers and asks from sellers) are collected and 
bundled during the trading interval.  Trades are executed 
periodically by clearing the market using an algorithm 
that matches buy and sell orders at a common price that 
is determined by the overlap in supply and demand 
curves that are defined by the orders. 

The DA institution is a two-sided auction that is con-
tinuous in time.  Admissible messages are bid and ask 
offers for a single unit of an asset, and acceptances of 
existing offers.  Acceptance messages lead directly to the 
execution of a trade between a buyer and a seller, which 
can occur at any time.  The New York and Chicago ex-
changes all use some form of the continuous double auc-
tion institution. 

Notably absent from the set of admissible messages in 
both of these conventional market institutions is any in-
formation exchange other than price and quantity.  Nev-
ertheless, these market institutions are remarkably effi-
cient at price discovery, which is directly related to hy-
pothesis evaluation when the assets being traded are con-
tracts for some future state of the world.  For example, 
futures contracts on orange juice are based on informa-
tion and expertise that is distributed among traders.  One 
trader may have special knowledge about weather fore-
casts for Florida, another may know about political insta-
bility of other citrus-producing nations, and a third trader 
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might have performed a detailed analysis of projected 
fuel prices.  However, none of this detailed information 
is exchanged.  Knowledge is generated by projecting this 
information onto the hypothesis statement (in this case, 
some future price of orange juice) through admissible 
messages, which are limited to trade offers. 

Despite the extremely narrow communications band-
width imposed by the market institution, laboratory ex-
periments have shown that even with small numbers of 
traders with limited information, DA markets are consis-
tently good at price discovery (or knowledge generation) 
and efficient allocation of goods (Friedman, 1993).  The 
fact that markets are so successful has been called a “sci-
entific mystery” by the top economists (Smith, 1982) and 
there is still no complete theoretical understanding of 
why they work so well. 

2.2 Asymmetric Information 
In most of the literature on asset pricing, it is assumed that 
traders have access to the same information.  This assump-
tion simplifies the theory, but does not reflect the fact that 
different people have different information and hold differ-
ent opinions about the information they do have in common.  
The theoretical underpinnings of actual markets must take 
into consideration the fact that information is distributed.  
According to Brunnermeier (2001), the fact that information 
is dispersed among many traders means that prices have a 
duel function.   Prices provide a measure of scarcity or bar-
gaining power, and also serve as a conveyor of information. 

The information encapsulated by prices feeds back into 
buyers’ and sellers’ beliefs about the value of the goods that 
are being traded.  Prices carry information about what eve-
ryone else thinks the value should be.  Because traders have 
a financial stake in their beliefs, prices are weighted in favor 
of those who think they have the best or most current private 
information, or who have the most confidence in their opin-
ions about public information.  Market participants base 
their decisions not only on their own private information 
and beliefs, but on the information communicated by pub-
licly-available prices and price histories. 

In the real world, prices are affected by news and infor-
mation, and are constantly changing.   Because of the feed-
backs conveyed by price, markets are nonlinear dynamic 
systems.  The flow of information causes traders to con-
stantly re-evaluate their beliefs and make decisions to buy or 
sell, thereby conveying information about their changing 
beliefs to other traders.  Even participants who have no new 
information, or conflicting information, are aware by ob-
serving price histories that others are responding to changes 
in their own information set.  Without having any private 
information whatsoever, an observer can infer from the 
price history when relevant new information has become 
available, without the information itself being revealed.  
This attribute of markets suggests that they can be used to 
evaluate hypotheses that are defined at a high level, while 
protecting information that must remain compartmentalized 
for security or other reasons. 

3. Information to knowledge 
The job of the intelligence analyst is to take data and ex-
tract information that can be used to generate actionable 
knowledge.  Intelligence information is asymmetrically 
distributed for a variety of reasons.  Because of the hier-
archical structure of intelligence agencies, the conversion 
of information to knowledge tends to take place in paral-
lel, with little if any communication.  This “stovepiping” 
is analogous to the way in which data flows in massively 
parallel computing environments for problems that are 
“embarrassingly parallel.”  This class of problems re-
quires no temporal synchronization and little if any 
communication among computation nodes until data as-
similation at the end of the run.  A problem is embarrass-
ingly parallel if it has a structure that allows it to be de-
composed into parts that have computational independ-
ence (i.e. the intermediate results of one part of the prob-
lem do not affect other parts).  Intelligence problems do 
not tend to be embarrassingly parallel, so full compart-
mentalization of analysis is inappropriate.  Low band-
width message passing using a protocol defined by a spe-
cially engineered market institution may provide a 
method for aggregation of intelligence information into 
knowledge in a way that retains necessary compartmen-
talization of data. 

3.1 State of the world 
Brunnermeier (2001) describes a model for how asym-
metrically distributed information can be assembled into 
knowledge.  

Individual analysts do not have complete information, 
and cannot independently determine the state of the 
world, ω, which contains a complete description of a sys-
tem.  For purposes of illustration, the world can be repre-
sented by a standard six-sided gaming die.  A die placed 
on a flat surface and oriented to the compass directions 
has 24 possible states (for each of the six possible up-
facing numbers, there are four possible rotations). 
 
 
 
 
 
 
 
 
 
Figure 1.  Two possible states (ω154 and ω645) of the “world”. 

 
Figure 1 shows two possible states of the “world” de-

fined by a single die.  To establish a convention, assume 
that north is to the upper left, so the vantage point for this 
illustration from slightly above the southwest corner of 
the die.  These two states can be represented by the sym-
bols ω154 and ω645 respectively, where the three indices 
refer to the upper, western, and southern face values, re-
spectively.  The set of all 24 possible orientations is the 
state space, Ώ.   
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An analyst with a particular perspective has limited in-
formation, from which she can rule out particular states 
of this world.  Suppose the world is actually in state ω154 
(the position shown on the left-hand side of Figure 1), 
and Alice can only view the southern face of the cube.  
She is immediately able to eliminate 20 states, and Al-
ice’s possibility set is PA(ω154) = {ω154, ω564, ω624, ω214}.  
Alice can work out a possibility set for every possible 
observation she can make from her viewing angle, and 
impose an axiom of truth, which is a statement about her 
knowledge about the true state of the world.  The axiom 
of truth simply says that the true state ω must be a mem-
ber of the possibility set PA(ω). 

An event E is a set of states.  For example, the event E6 
can be defined as a roll of the die, which comes up six.  
This event is true regardless of the orientation of the die 
with respect to the compass, so it consists of a set of 
states.  In other words, E = {ω645, ω624, ω632, ω653}.  A 
knowledge operator K(E) can be defined to provide a 
different representation of an analyst’s information.  Sup-
pose Alice wants to list all the possible states she can 
observe, from her southern vantage point, from which she 
can determine that the world is in event E6.  That would 
be Alice’s knowledge operator, KA(E6) = { }.  For Alice 
there is no state of the world that can give her complete 
certainty about event E6. 

Consider Bob, whose instruments can simultaneously 
view the western and southern faces, but cannot distin-
guish faces with values above four.  Bob’s knowledge 
operator is KB(E6) = {ω624, ω632}.  Intelligence problems 
of interest tend to have the property that all analysts have 
null knowledge operators.  The events of interest do not 
have observable signatures from which they can be un-
ambiguously deduced.   

3.2 Hierarchical  knowledge discovery 
Extending the example, suppose Carol is yet another ana-
lyst, and that the corners of the cube are painted eight 
different colors.  Carol has a table of which colors corre-
spond to which corners (defined by adjacent faces), and 
can see the color of the upper southwest corner, but noth-
ing else.  She sees a green corner, and her chart tells her 
that it is adjacent to the four, five, and six faces.  Carol’s 
possibility set is PC(ω) =  {ω645, ω564, ω456}.   Her vantage 
point, color table and observational data are classified, 
but event estimates are classified at a lower level so her 
agency circulates a report indicating that the probability 
of E6 is 33%. 

Bob makes a simultaneous measurement with his 
flawed instrument from his southwestern perspective, and 
sees that the western face is a four, but the southern face 
is ambiguous (either a five or a six).  Bob’s possibility 
set is PB(ω) =  {ω645, ω246}.  Bob’s position and instru-
mental limitations are classified, but he is able to get his 
50% probability estimate for event E6 to colleagues on a 
need-to-know basis.  Alice sees a five on the south face, 
calculates her possibility set to be PA(ω) ={ω645, ω415, 
ω135, ω365}, and her assessment of 25% for event E6. 

At the top of the hierarchy, decision makers look at the 
various numbers as independent estimates and dismiss 
the likelihood of E6 as no more than half.  From their 
perspective, there is insufficient information about the 
state of the world to act. 

3.3 Distributed knowledge discovery 
Suppose on the other hand that Alice, Bob, and Carol are 
permitted to communicate by a system that allows them 
to pass messages to one another in the form of bids and 
offers on 24 contracts for each of the possible states of 
the world.  Perhaps there are many other analysts with 
different types of information and different beliefs and 
levels of confidence.  Uninformed traders might estimate 
that each of the 24 states has an equal probability of oc-
curring, and place their trade orders accordingly.  Misin-
formed traders might bid more points on contracts for 
states that the better-informed analysts have eliminated.  
Bob’s best strategy would be to place orders to buy 
shares of contracts on the two states in his possibility set, 
and sell short the other 22 state contracts. 

As trading continues, it will reach a competitive equi-
librium in which the price of the true state (ω645) ap-
proaches the face value of the contract, and the other 23 
approach zero.  When the true state of the world is finally 
revealed, the analysts who hold the correct contract are 
rewarded with the payoff.  They also get to keep the 
points they gained by short-selling contracts for states 
they had eliminated from their possibility sets.  The ana-
lyst with the best information in this example was Bob, 
whose trading strategy would have allowed him to accu-
mulate the most points and thereby have more buying 
power and influence in subsequent auctions.  His gains 
were at the expense of misinformed, uninformed, less-
informed, or incorrect analysts, whose losses reduce their 
ability to influence the generation of knowledge.  Ana-
lysts (and groups of analysts) who are consistently able 
to convert their information to relevant knowledge will 
continue to become stronger voices, whereas the voices 
of consistently incorrect or misinformed analysts will 
become increasingly muted. 

3.4 Scalability of distributed analysis 
In the simple single-die example, the true state of the 
world would be obvious to anyone with access to all the 
data.  This problem was contrived to be simple enough 
for a single individual to understand at an intuitive level, 
decompose into possibility sets, and assimilate the full 
set of compartmentalized observational data.  Many real-
world problems are not amenable to analysis by a single 
individual, due to the massive quantity of data and spe-
cialized knowledge that is necessary to extract useful 
information and interpret it.  The market institution pro-
vides the message-passing protocol that allows knowl-
edge to emerge from distributed data, even when the data 
set is so large that it would overload any single analyst if 
it were available in its entirety.   The scalability of paral-
lel analysis also has an analog in computer science. 
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Gustafson (1988) first described what is now known as 
“Gustafson’s Law” which has become the paradigm for 
scalability of massively parallel computing and overcame 
pessimistic predictions of its potential power. 

The earlier pessimistic viewpoint was expressed by 
Amdahl’s Law, which stated that the parallel efficiency 
of a program is subject to severe limitations when there is 
a significant proportion of serial code (code that cannot 
be parallelized and must be executed by every processor).  
As the number of processors tends toward infinity, the 
serial fraction dominates each processor’s time and 
nearly all of the work is redundant.  The analog in the 
intelligence problem with massive data would be the 
situation where every analyst has access to everyone 
else’s data, and works independently toward an estimate 
of every aspect of “state of the world,” rather than keep-
ing both data and analysis distributed.  In this extreme 
case, the analog to the parallel component of code is the 
collection of the data, and the serial component is the 
requirement that every analyst must arrive at the same 
possibility set with all the data.  Not only is the effi-
ciency of the system severely limited, but there is a 
maximum problem size that can be analyzed beyond 
which a single analyst cannot comprehend (analogous to 
memory-bounded problem in parallel computing).  

By keeping data and analysis distributed, an analog to 
Gustafson’s Law becomes operative.  For sufficiently 
large problems, the efficiency can be improved by in-
creasing the number of processors.  In the intelligence 
analog, this means that individual analysts can efficiently 
work on their part of the problem by combining their lim-
ited data set with the common (serial) data and determine 
their own possibility set.  The class of problems that is 
most amenable for distributed analysis is that for which 
the sum of all data and processing requirements would 
overwhelm a single analyst.  The answer emerges from a 
continuous aggregation of the distributed possibility sets 
by passing messages defined by a market institution. 

3.5 Re-engineered market institutions 
The clearinghouse and continuous double auction market 
institutions are widely used because they efficiently allo-
cate goods and are successful at price discovery.  These 
institutions rely on traders’ self-interested incentive to 
maximize their own utility.  As mentioned earlier, these 
are not the only possible institutions. 

There is another body of literature devoted to “mecha-
nism design” which treats the specific rules of trading as 
variables that can be optimized.  Mechanism design is 
based on the foundations of game theory, and attempts to 
maximize variables such as market efficiency or expected 
revenue for traders.  Mechanism design is limited by the 
need to make assumptions about the trading environment 
and distribution of information. 

Efficient intelligence aggregation requires mechanism 
design that optimizes the ability to evaluate hypotheses 
that lead to actionable knowledge, while maintaining the 
incentive compatibility that leads to strong participation 

by analysts.  Employed analysts have different incentives 
to succeed than traders in financial markets, and mecha-
nism design needs to account for this difference in moti-
vation and behavior. 

Traders in financial markets who have private informa-
tion have an incentive to keep that information to them-
selves. They have a motivation to buy undervalued or sell 
overvalued assets. An effective market institution for 
intelligence aggregation must remove this incentive by 
employing a revelation requirement.  This requirement 
must reward analysts for making information available, 
while promoting the ultimate goal of generating action-
able knowledge.  

One approach to revelation would allow traders to keep 
information private until a trade, based on that informa-
tion, is executed.  This would encourage analysts to re-
veal data only when they think it is significant enough to 
change the value of a contract (i.e. affect the evaluation 
of a hypothesis).  Both classified and unclassified infor-
mation can be referenced by means of unclassified point-
ers.  The set of time-stamped pointers yield a self-
assembled metadata structure associated with each hy-
pothesis, and allows high-level decision makers (with a 
need to know) to focus only on the data that actually in-
fluenced the valuation at any given time. 

As dynamic and distributed information and analysis 
becomes available, the price history of a contract will 
unfold.  Metadata that are associated with sudden price 
moves are those that other analysts perceive to be impor-
tant, and decision-makers have access to them in real 
time.   

Metadata revelation is one potential attribute of a mar-
ket institution that is engineered to optimize intelligence 
aggregation.  Using the process of mechanism design to 
develop a market system for this purpose will require 
experimental markets and agent-based modeling to more 
fully explore the space of possible market institutions.  

3.6 Real-world example:  WMD in Iraq 
The real world is, of course, much messier than the 
“world” defined above for the single-die example.  Ana-
lysts aren’t simply getting peeks at numbers on the sides 
of a cube. In general, there is no way for them to develop 
explicit possibility sets and knowledge operators.  The 
mathematical formalism that has been developed to un-
derstand real markets, nevertheless, has explanatory 
power.  It provides theoretical justification for using mar-
ket methods to aggregate information. 

The question of whether or not weapons of mass de-
struction existed in Iraq in the year 2003 would have 
been amenable to an interagency intelligence aggregation 
market.  Unlike the 24 possible “states of the world” in 
the idealized single-die problem, the WMD problem 
could have been decomposed to two possible states with 
a single hypothesis statement: “The existence of Iraqi 
WMD will be confirmed by the end of the year.”  With 
appropriate definitions and criteria for confirmation, this 
statement could have become an interagency contract 
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from which the real-time quantitative evaluations (and 
links to the information on which they were based) could 
have been made continuously available to decision mak-
ers.  Analysts with independent information or under-
standing that was discounted by formal reporting chan-
nels (e.g. aluminum tubes as evidence for WMD devel-
opment) would have reason to believe that contracts were 
overpriced.  They would have placed sell orders, and any 
associated drop in the hypothesis evaluation (as measured 
by contract price) would have been linked to the alumi-
num tube analysis.  At the end of 2003, contracts sold by 
skeptical analysts would have evaluated to zero, and 
those analysts would have kept the points they earned by 
selling to competitors who had ignored their data. 

4. Implications for intelligence 
Intelligence aggregation has the potential to solve many of 
the major challenge problems defined by the Intelligence 
Technology Innovation Center (ITIC) Knowledge Discov-
ery and Dissemination (KDD) research program.  

Cross-media intelligence value estimation 
The hierarchical level of knowledge assembly is higher than 
that of the body of data.  Information can be extracted and 
analyzed by domain experts who then transform it to a hy-
pothesis statement that can be used to define a contract that 
can be traded with other market participants.  Hypotheses 
provide the common interface for information exchange 
through price discovery.  Participating analysts provide 
cross-media intelligence value estimates by offering and 
bidding on hypotheses that make use of the data within their 
domain, regardless of the form. 

Confidence measures of uncertainty 
The primary purpose of the intelligence market is price dis-
covery, which is a direct measurement of aggregate confi-
dence.  An engineered market institution can define a proto-
col for revelation, attaching metadata in a way the leads to 
the self-assembly of a data structure.   Participating analysts 
can invest and divest in hypotheses that are created by the 
market.  Hypotheses have values that are quantitative and 
are emergent properties of the collective wisdom of all the 
analysts.  The most important hypotheses are those that have 
high value and volume and lead to actionable knowledge.  
Decision-makers can monitor a steady “ticker” stream of 
quantitative price and volume data associated with the hy-
potheses that are of interest to them.  

Evidence-Hypothesis-Action spaces 
The linkages between evidence and hypotheses are provided 
through trading histories and metadata.  Values of hypothe-
ses are constantly evolving, but the links to data are pre-
served.  When analysts announce a change of opinions by 
divesting in a hypothesis, the market responds immediately.  
This trading information can be used by other analysts to re-
visit the original data on a need-to-know basis to keep raw 
data compartmentalized.  Likewise, the decision-makers can 

use trading metadata to connect actions to original intelli-
gence. 

Human elements of efficient analytic teams 
Hypotheses are high-level statements, so analysts with dif-
ferent backgrounds and with access to orthogonal data sets 
can collaborate on price discovery in an open auction sys-
tem.  Implementation of a merit-point system provides the 
incentive for analysts from different intelligence organiza-
tions to bid the values of various hypotheses values up and 
down.  High-level collaboration emerges as a consequence 
of individual and organizational competition in a way that is 
directly analogous to price discovery in commodities mar-
kets.  Motivations and behaviors such as competition and 
information compartmentalization are exploited in a way 
that is beneficial.  Investors in useful hypotheses that turn 
out to be true are rewarded for their “good” behavior by 
collecting points from those who divested.  Investors in 
false hypotheses are penalized by forfeiting their points to 
the divested analysts.  Those who have a good track record 
accumulate the most points and therefore have more influ-
ence in subsequent hypothesis formation and evaluation. 

5. Conclusions 
An interagency intelligence aggregation market, using an 
engineered market institution that is optimized for the pur-
pose of hypothesis evaluation, can provide a means for con-
tinuously updated quantitative estimates based on collective 
analysis of distributed information.  The method is most 
effective if diversity, decentralization, independence of 
thought, and distribution of analysis are maintained. 
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